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Atmosphere-ionosphere-magnetosphere system

• Strongly driven by solar and 
magnetospheric processes

• Primary example: strong geomagnetic 
storm

• Studies of geomagnetic storms enable 
understanding of energy transfer from 
Sun to the near-Earth space  

• Studies of lower atmospheric 
phenomena enable understanding of 
energy transfer from the 
troposphere/stratosphere upwards



What we know well: average ionospheric behavior

• Strong correlation with solar activity
• Strong diurnal variation
• Strong seasonal variation
• Peaks of equatorial ionization anomaly at +/-15MLAT
• Monthly mean behavior is well described by IRI model 

(International Reference Ionosphere)
• IRI model still performs better than first-principle model

SAMI3 simulations, J. Huba, NRL

Tsagouri et al., 2018



Geomagnetic Storms

Atmospheric Response

Magnetospheric Response



What we don’t know very well: 
ionospheric disturbances during geomagnetic storm

Thermospheric O/N2 behavior: good data/model agreement prior to the 
storm of 20 Nov 2003; model overestimates increase in O/N2 at low 
latitudes and underestimates recovery phaze

Mejer et al., 2005

Foster et al., 2005

Storm Enhanced Density plume: narrow 
region of large increase in TEC



Empirical model of ionospheric disturbances

Araujo-Pradere et al., 2002

• Empirical model of ionospheric 
correction is based on 75 ionospheric 
stations and 43 geomagnetic storms

• Output provides correction to quiet 
time foF2

• This model is included in IRI model 
(International Reference Ionosphere)

• Improves predicted foF2 in equinox and 
summer; performs worse in winter.

Just imagine how understanding 
could be advanced with data 
from 500 citizen scientists…or 
5000…



Other effort: real-time IRI



Yet another model: GIM TEC

Lean, 2019, Space Weather

• Empirical model based on GIM TEC 2-
hour maps (1998-2015)

• Forecast for 1,2,3,5,8 and 10 days
• Geomagnetic inputs are not 

forecasted



NOAA Storm Time Empirical 
Ionospheric Correction

• Is expected to be of benefit to HF users
• No prediction even for several hours in advance
• Expected variations are ~10% from monthly mean
• Any feedback on the model from ham radio operators?

1. What drives ionosopheric weather 
during geomagnetically quiet time?

2. 95% of the time geomagnetic 
activity is < Kp=4 



Last decade+: impact of tropospheric weather

• Ionospheric electron density can strongly 
vary on a day-by-day basis

• Effects of waves generated in the lower 
atmosphere

• Planetary waves – 10-16 day, 5-6 day, 
3-4 days Kelvin waves, 2-day 

• Tidal waves – 24-hrs, 12-hrs, 8-hrs
• Gravity waves – variations with periods 

~5mins – 6-8 hrs
• Generated in the lower atmosphere 

and propagate upward



Waves carry momentum and energy to ionosphere

• Amplitudes strongly increase with 
altitude

• By lower thermosphere, waves become 
dominant features

• Waves reach max amplitudes at 100-
120 km

• Strong impact on E-region and 
bottomside ionosphere

• We have very little observational data 
in this region

Tidal Variability
• Gravity Wave Interactions :

• Planetary Wave Interactions

She et al., 2003

Results obtained for a 9 day run by the CSU UVT lidar illustrate the variability of
the tidal structure in response to GW and tidal fluctuations.

She et al., 2004, 
Colorado State University lidar



What we know about waves
• There are many, many sources of waves:

• Planetary waves – land/sea temperature differences, air flow over the mountain 
ranges

• Tidal waves – heating of water vapor in the troposphere (clouds); heating of 
ozone in the stratosphere (~30-40 km) 

• Gravity waves – weather systems, mountains, tropospheric convection, solar 
terminator…but also earthquakes, tsunamis

• Wave propagation strongly depends on the temperature and wind 
between the source and upper atmosphere

• Waves interact with each other and create secondary waves
• Varying sources of waves + varying propagation conditions => highly 

variable energy flux entering ionosphere from below

It’s a zoo of waves out there!



This is what we expect to see 
from empirical model….

…and this is what we actually observe…
Plasma line experiment, Arecibo ISR.
Image from Juha Vierinen.



Effects of planetary waves: periodic variations

the wavelet analysis come and go during the interval and
illustrates that planetary waves are either generated in-situ,
or have propagate directly to 95 km altitude. The planetary
waves are superimposed on the additional day-to-day
variability in the amplitude of more typical diurnal and
semi-diurnal variation. Above this altitude a similar wave-
let analysis of the winds and temperature no longer display
these long periodicities.
[17] At higher altitudes, the planetary wave periods do

not appear directly but manifest their influence by modu-
lating the amplitude of the tidal modes. This is illustrated in
Figure 4, which shows the wavelet analysis of the ampli-
tude of the zonal wind wavenumber 2 at 20!N latitude at
110 km during the same period. This altitude is close to the
peak of the Pedersen and Hall conductivities. Note that
semidiurnal tides have been shown to directly affect the
daytime electrodynamics in the dynamo region [Fesen et
al., 2000; Millward et al., 2001]. Figure 4 shows periods
over the range 0.2 to 1.6 days for the 60-day simulation. A
strong signal of the semi-diurnal tide (signal with a period
of 12 hours) is shown. Figure 4 and similar wavelet
analyses of other tidal modes (not shown) clearly indicate
day-to-day amplitude changes, being apparently modulated
by interaction with planetary and other tidal waves. This is
expected to contribute to the electrodynamic variability
depicted previously in Figure 1. The presence of a non-
migrating diurnal oscillation (period at 24 hours) is also
indicated.

5. Conclusion

[18] A whole atmosphere model has been developed
spanning the atmosphere from the surface to the top of
the thermosphere, and interactively coupled to an ionosphere-
plasmasphere-electrodynamics module. Results from WAM
provide confirmation that terrestrial weather can affect the
dynamics and variability in the thermosphere-ionosphere.
The characteristic periodicities of planetary normal modes
of about 2, 5, 11, and 16 days [e.g., Forbes, 1995] seen

in the ionospheric observations, are clearly present in the
WAM middle atmosphere dynamics up to about 100 km.
At higher altitudes, the signature of planetary waves are
manifest as a modulation of the amplitude of tidal modes,
rather than a direct propagation into the thermosphere.
This is in agreement with previous theoretical and
modeling studies suggesting that the PW periodicities
are carried into the thermosphere by other vertically
propagating waves such as tides. Day-to-day variability
of the amplitude of the semidiurnal tide in the lower
thermosphere will cause changes in electric fields in the
dynamo region.
[19] These initial whole atmosphere model results already

strongly support the assertion that terrestrial weather impact
space weather, and that the dayside dynamo is likely to be a
predominant process in the coupling, particularly at low
latitudes. It remains to be seen if dynamo processes are still
the dominant mechanism at mid latitudes, or if the direct
impact on winds and neutral composition are the conduit for
the day-to-day variability and multi-day periodicities.

[20] Acknowledgments. This work was supported by the NASA
Heliophysics Theory program.
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Figure 4. Spectral analysis of the wavelet power of the
amplitude of the zonal wind wave number 2 at 20!N latitude
at 110 km, an altitude close to the peak of the dayside
Pedersen and Hall conductivities. The figure shows periods
over the range of 4 to 36 hours for 60 days of the year-long
simulation near equinox. A strong signal of the semi-diurnal
tide (signal with a period of 12 hours) is present, with an
amplitude that changes from day-to-day, being modulated
by interactions at planetary wave periodicities. The presence
of a non-migrating diurnal oscillation (period at 24 hours) is
also indicated.
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ship between the two. Applying this relationship to the
quasi-16-day oscillation, the EUV flux variability is not able
to account for the corresponding variability in electron
density. We therefore conclude that the quasi-16-day oscil-
lations observed in the ionosphere are due to coupling with
the lower atmosphere and not recurrent geomagnetic activ-
ity or solar flux variability.
[10] We now turn our attention to the temporal and local

time response of the low-latitude ionosphere. Raw and
residual CHAMP electron densities for the descending
portion of the orbit are given in Figures 3a and 3b,
respectively. To emphasize the quasi-16-day periodicity, a
bandpass filter centered at 15 days with half-power points at
12 and 18 days is applied. The bandpass filtered residuals
are shown in Figures 3c and 3d for the descending (day-
time) and ascending (nighttime) portions of the orbit.
Enhancements in the EIA crests that are greater than 45%
of the cubic trend removed from the data are observed in the
daytime around days 31–33, 46–48, and 60–62. These
enhancements are associated with 15–20% decreases in the
equatorial electron density. During these same time periods,
15–20% decreases are also observed in the nighttime
electron densities between !15! and +15! magnetic lati-
tude. The timing of these enhancements is similar to the
enhancements observed in the SABER planetary-wave-
period temperature amplitudes with the exception of the
peak in electron density at days 31–33 which may be due to

differences in local time between the measurements. This
does, however, demonstrate that the enhancements in tem-
perature observed in the dynamo region are likely connected
with changes in the strength of the electric field which
creates the changes in the strength of the EIA observed by
the CHAMP satellite.
[11] The CHAMP observations are at a near constant

height and the oscillations in the EIA could be the result of
only changes in the F-layer peak height. We have analyzed
GPS TEC measurements in order to demonstrate how the
planetary wave activity influences the ionosphere in an
integrated sense and to examine the response at fixed local
times. Bandpass filtered TEC at 10 LT and 22 LT are shown
in Figures 3e and 3f, respectively. We have also overlayed
the bandpass filtered crest-to-trough ratio (CTR) which
provides a means of assessing the strength of the EIA
[Mendillo et al., 2000]. The bandpass filtered CTR shows
that changes in the strength of the EIA at quasi-16-day
periods occurs during the time period when similar perio-
dicities were observed in SABER zonal mean temperatures
and CHAMP electron densities. The enhancements ob-
served in TEC during this time period are only 15% of
the background level, which is significantly smaller than in
electron density at a near-constant height. In the anomaly
crest regions at ±10–20! magnetic latitude, a significant
local time effect is observed. At these latitudes, daytime
TEC increases are nearly inphase with nighttime decreases
in TEC. We have looked at other local time pairs and
observed similar anti-correlation between daytime and
nighttime TEC oscillations.
[12] One feature that is particularly interesting is the

larger oscillations in nighttime TEC compared to daytime
TEC. This is opposite to what is observed in CHAMP
electron densities, where the daytime enhancements were
significantly greater than those at night. Vineeth et al.
[2007] observed quasi-16-day enhancements in the strength
of the CEJ during this time period and this may be related to
the difference between TEC and CHAMP observations. The
days with enhanced CEJ will produce greater downward
E " B drift during the evening hours. Downward drifts will
increase the loss rate, generating the periodic decreases that
are observed in TEC. The difference between the strength of
the daytime and nighttime TEC oscillations may be due to
the relative strength of the EEJ/CEJ as well as the smaller
background TEC levels at night. The increased downward
drifts associated with the CEJ will also suppress the height
of the F-layer. This will alter the height of the electron
density observations with respect to the F-region peak and is
thought to be responsible for producing the smaller night-
time modulations in CHAMP electron densities compared
to the daytime.

4. Conclusions

[13] The results presented provide insight into the extent
to which planetary waves may influence the low-latitude
ionosphere. Whereas previous analyses have focused on a
single longitude [e.g., Chen, 1992; Forbes and Leveroni,
1992; Vineeth et al., 2007], we have demonstrated that at
low-latitudes the quasi-16-day planetary wave appears to be
a global phenomena that influences the ionosphere at all
longitudes in a similar manner. This is consistent with the

Figure 3. (a) Zonal mean CHAMP in situ electron
densities for the descending portion of the orbit prior to
the removal of a cubic polynomial. (b) Electron density
residuals for the descending portion of the orbit expressed
as a percentage of the trend. (c) Bandpass filtered electron
density residuals for the descending portion of the orbit
expressed as a percentage of the trend. The LT of equatorial
crossing is overlayed. (d) Same as Figure 3c except for the
ascending portion of the orbit. (e) Bandpass filtered TEC
and CTR at 10 LT. Filtered TEC is expressed as a
percentage of the cubic trend that was removed. (f) Same
as Figure 3e except for at 22 LT.
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Model: WAM

PW modulate E-region tides 
(Fuller-Rowell, 2008)

Data: CHAMP, IGS TEC

~40% variations in Ne at 350 km 
(Pedatella and Forbes, 2009)

§ PW often do not propagate to ionospheric
heights; PW signatures are carried by tidal 
modes

§ Non-linear interaction of stationary PW with 
migrating tides generates non-migrating 
tides



Effect of non-migrating diurnal tides: 
longitudinal variation in ionospheric parameters

Immel et al., 2006

Variations in airglow brightness and location 
related to DE3 tide – NASA TIMED satellite

26 Causal Link of Longitudinal Plasma Density Structure 351

ionospheric longitudinal wave structure can be
deduced by examining the amplitudes of tides at the
dynamo region (E region) and the seasonal and diurnal
variations of the tidal amplitude and phase.

The characteristics of the longitudinal plasma den-
sity structure have been identified from various obser-
vations: TIMED/GUVI (Henderson et al., 2005; Kil
et al., 2008; Immel et al., 2006, 2009; England
et al., 2009), IMAGE (Immel et al., 2006), the
first Republic of China satellite (ROCSAT-1) (Kil
et al., 2007, 2008; Oh et al., 2008), the CHAllenging
Minisatellite Payload (CHAMP) satellite (Lühr et al.,
2007; Liu and Watanabe, 2008; Pedatella et al., 2008),
Defense Meteorological Satellite Program (DMSP)
satellites (Kil et al., 2008; Ren et al., 2008), the
global positioning system (GPS) occultation experi-
ment (GOX) onboard the Formosa Satellite Mission
#3/Constellation Observing System for Meteorology,
Ionosphere and Climate (FORMOSAT-3/COSMIC or
F3/C) (Lin et al., 2007a, b), GPS total electron content
(TEC) maps (Wan et al., 2008), and TEC data derived
from the ocean TOPography EXperiment (TOPEX)
(Scherliess et al., 2008). Figure 26.1 presents the

ROCSAT-1 observations of the ionospheric plasma
density in January–February (a) and September–
October (b). The local times are divided into 0800–
0900, 0900–1000, 1000–1100, 1200–1400, 1600–
1800, and 2000–2200 LT from top to bottom. For the
plots, ROCSAT-1 data are processed during the solar
maximum period (1999–2002) for Kp ≤ 3+. ROCSAT-
1’s altitude was 600 km. The longitudinal variation of
the plasma density emerges in the 0800–0900 LT plots
and is fully developed at 1200–1400 LT. The peak-
to-trough variation of the longitudinal wave structure
of the average plasma density within ±20◦ magnetic
latitude is about 40∼ 50% at 1200–1400 LT in both sea-
sons. Scherliess et al. (2008) reported about 20∼ 30%
peak-to-trough variation in TEC. Because the ampli-
tude of the variation of the plasma density depends
on the selection of the sampling height, latitude, local
time, etc., the variation of the ROCSAT-1 plasma den-
sity is not directly comparable to the variation of TEC.
The daytime plasma distribution at low latitudes is
symmetric with respect to the magnetic equator. The
seasonal difference in the longitudinal plasma density
structure is clear; the wave-3 pattern is pronounced

–30

0

30
a January−February

–30

0

30

–30

0

30

–30

0

30

M
ag

ne
tic

. L
at

itu
de

 (
o )

–30

0

30

0 60 120 180 240 300 360
Geographic Longitude (o)

–30

0

30

Ni (cm–3)

105 106

–30

0

30
08–09
LT

b September−October

–30

0

30
09–10

–30

0

30
10–11

–30

0

30
12–14

–30

0

30
16–18

0 60 120 180 240 300 360
Geographic Longitude (o)

–30

0

30
20–22

Fig. 26.1 Local time variations of the topside plasma distribution during January–February (a) and September–October (b). The
density maps are produced by using ROCSAT-1 data during 1999–2002 under the condition Kp ≤ 3+(Kil et al., 2008)

Variations in electron density due to non-migrating diurnal tide reach 20-50%

Kil et al., 2008
Ion density from ROCSAT satellite

Lin et al., 2007
COSMIC data



Gravity wave effects in the ionosphere
8 Gravity Wave Influences in the Thermosphere and Ionosphere 115

(a)

(b)

Fig. 8.3 Electron density perturbations inferred from digisonde measurements at Fortaleza, Brazil (top) and GUVI 1356 nm
emissions (bottom) during SFX. (After Fritts et al., 2008; Kamalabadi et al., 2009)

penetrate to significantly higher altitudes. Thus it is
likely the large-scale, small-amplitude “tail” of the
convective GW spectrum that has the dominant direct
effects in the TI (Vadas and Fritts, 2004, 2009; Vadas,
2007; Fritts and Vadas, 2008; Vadas et al., 2009).
Indeed, Vadas et al. (2009) predict maximum GW hor-
izontal velocities of ∼10 to 50 ms–1 in response to
individual, but significant, convective plumes at spatial
scales and phase speeds that cannot penetrate typical
MLT winds, while Fritts and Vadas (2008) and Fritts
et al. (2008) show that GWs having nominal horizontal

winds (∼1 ms–1 at 80 km) can experience ampli-
tude increases of ∼100 or more prior to dissipation at
altitudes above ∼250 to 350 km (under suitable prop-
agation conditions). The implication is that even GWs
having large spatial scales and horizontal phase speeds,
but relatively small amplitudes at MLT altitudes, may
yield very much larger amplitudes and TI influences
if they avoid instability and dissipation at intermedi-
ate altitudes. Ray tracing methods, however, cannot
account for either linear behavior when assumptions on
which it is based (i.e. the WKB approximation) are not

8 Gravity Wave Influences in the Thermosphere and Ionosphere 119

Fig. 8.6 TIME GCM responses in neutral temperature at
250 km (top) and in a latitude-height cross section (second pan-
els) to a local body force at ∼180 km assumed to arise from
GW breaking and momentum deposition. Times (left to right)
are 115, 140, and 165 min following the body force centered at

180 km. Corresponding latitude-time TEC perturbations induced
by this deep GW response (lower panel) reveal outward and
upward propagation with a horizontal wavelength of ∼2000 km
and a maximum phase speed of ∼500 ms–1. (After Vadas and
Liu, 2009)

8.3 Validity of Ray Tracing Assumptions
in the TI

8.3.1 The WKB Approximation

The viscous dispersion relation and ray equations
developed by Vadas and Fritts (2005) and employed
by Vadas (2007) and colleagues for predictions of GW
propagation, refraction, and dissipation are based on
the WKB approximation, which assumes that m2 >>
1/4H2, or λz < 4πH. This assumption is readily satis-
fied for the smaller vertical wavelengths that appear to
dominate the GW spectrum in the MLT, say ∼100 km
and below (see Fig. 8.1). At higher altitudes, however,
the larger vertical wavelengths typically approach or
exceed λz ∼ 4πH, thus apparently violating the WKB
assumption and the conclusions based on its validity.
Because of this, Vadas and Fritts (2005) employed the
analysis of WKB validity by Einaudi and Hines (1970)
to examine its validity in our applications more care-
fully. Einaudi and Hines (1970) showed that WKB
validity requires a small “residue”, defined as

R2 = (1/2m3 ) d2m/dz2 − (3/4m4) (dm/dz)2 (8.3)

Vadas and Fritts (2005) displayed values of R2 = 1
for predictions of GW propagation and dissipation for

various GW scales and frequencies to indicate where
the WKB approximation is clearly violated. This typ-
ically occurs only for larger vertical wavelengths and
at altitudes near the predicted “dissipation altitude”,
defined by Vadas and Fritts (2005) as

zdiss ≈ z1 + H ln( ωIr/2H|m|3 ν1), (8.4)

where zdiss is the altitude at which the momentum flux
<u′

hw′> peaks, z1 is a reference altitude ∼2 to 3 H
below zdiss, and ν1 is the kinematic viscosity at z1.

Unfortunately, neither Vadas and Fritts (2005) nor
Vadas (2007) displayed values of R2 ∼0.1 to 0.3
(for which the WKB approximation is more likely
approximately valid), so the larger ranges of altitude
over which the WKB assumption may be question-
able have not been clearly defined for a range of GW
wavelengths relevant to the thermosphere. While the
altitudes at which R2 = 1 move downward towards zdiss
as vertical wavelengths increase (see Vadas and Fritts,
2005, Fig. 8.3), further analysis (Vadas, personal com-
munication, 2010) indicates that in a majority of cases
the altitudes at which R2 exceeds 0.1, 0.3, and 1 are
nearly the same, suggesting that the R2 = 1 results of
Vadas and Fritts (2005) may be a reasonable guide.
There are also cases in which R2 exceeds 0.1–0.3 at
lower and intermediate altitudes (well below dissipa-
tion altitudes) for larger initial vertical wavelengths,

Data: digisonde, Fortaleza, Brazil Model: TIMEGCM

~8% in TEC, Vadas and Liu, 2009

at lower altitudes ð"o250kmÞ both electron and ion temperature
perturbations are expected to be strongly coupled to neutral
temperature perturbations; therefore, assuming that dTe $ dTi $
dTn is a reasonable approximation (Hocke et al., 1996; Testud and
Francois, 1971). In addition, the perturbation amplitudes of the Te

and Ti fluctuations are expected to be considerably smaller than
those of the Ne perturbations (e.g., Kirchengast, 1996), and are
further reduced by the fact that Te=Ti41 during the daytime.
Nevertheless, this is a potential source of error in the analysis and
could affect the derived results, in particular the magnitude of the
electron density perturbations. While we did derive temperatures
for this experiment, they are not sufficiently precise to determine
the dTi and dTe phase relationships accurately as a function of
altitude needed to extract the horizontal winds (see Section 4).
We do note, however, that we have found that including them
does not significantly change the shape and amplitudes of the
extracted winds, although the errors are much larger.

More importantly, the range smearing induced by the long
pulse and implied by Eq. (20) can have a significant impact on the
inferred phase variations of dNe. Thus, some mitigation of this
effect is necessary; more recent experiments have employed
experimental techniques that minimize this effect. The approach
taken here is to first compute dNM

e and N
M
e , i.e., the range-smeared

density perturbation and background density, respectively, by

filtering the measured densities; this procedure is described in
more detail below. These quantities are then deconvolved to
determine an estimate of the true background and perturbation
densities. The deconvolution is regularized using a smoothness
constraint that penalizes large gradients in the solution. An
illustrative example of this process is shown in Fig. 3. Fig. 3a
shows a typical Ne measurement (black), which has errorbars
(statistical fluctuations) of 5–7% in the altitude range of interest.
The gray line here shows the resultant background density ðN

M
e Þ

determined from the filtering process. The black solid line in
Fig. 3b also shows the measured dNM

e . All three of these quantities
suffer from range smearing. Deconvolution gives the solid blue
line in the middle panel; the solid gray line results after applying
the forward model, which matches very well with the observed
dNM

e (although it is much smoother, as a result of the applied
regularization). Note that the main result of this process is an
increase in amplitude of the density perturbation, and a small
shift in peak altitude, both of which are expected given the
characteristics of the range smearing. The right panel shows the
resultant dNe=Ne, which are then used in our analysis to compute
the GW vertical wavelengths, as described next.

The dNe=Ne inferred using this procedure on 13 December
2006 is plotted in Fig. 2, for all beam directions. The densities here
have been integrated for approximately 1min. Prior to applying

ARTICLE IN PRESS

Fig. 2. Electron density fractional perturbations for all 10 beams as a function of time and altitude on 13 December 2006. The lower right panel shows beam positions at an
altitude of "200km.

S.L. Vadas, M.J. Nicolls / Journal of Atmospheric and Solar-Terrestrial Physics 71 (2009) 744–770748

Data: PFISR, Alaska

40% variation in Ne, Fritts et al., 2008

20% in Ne, Vadas and Nicolls, 2009 16
Reviews: Fritts and Alexander, 2003,
Fritts and Lund, 2011

§ GW can produce secondary GW and TID
§ Propagates globally (Gardner and Schunk, 2011)
§ Nonlinear spectral GW parameterization in GCM 

leads to ~200K cooling (Yigit and Medvedev, 2009)



Special cases of GW effects:
earthquakes, tsunami, underground nuclear tests

17

• The earthquake created acoustic and Raylegh
waves that moved up into the ionosphere 
within 10 minutes after the quake. 

• The motion of the tsunami also disturbed the 
atmosphere, creating gravity waves that took 
30 to 40 minutes to reach the ionosphere. 

2011 Tohoku-Oki earthquake in 
Japan

Traveling ionospheric disturbance 
excited by UNE

• Underground nuclear test by North 
Korea in Feb 2013 detected through 
GPS satellites signals 

• Independent analysis by South 
Korea, UK, USA



Special type of event: sudden stratospheric warming

18

• Large disruption of the polar vortex
• Largest known meteorological disturbance
• Rapid increase in temperature in the high-latitude stratosphere (25K+); 

from winter-time to summer-time
• Accompanied by a change in the zonal mean wind
• Anomalies last for a long time in the stratosphere (2 weeks +)
• SSW events occur 1-3 times per winter 

Wind

Temperature

“Normal” polar vortex is 
small, round, centered on 
the North Pole

Disturbed vortex is broken 
into 2 cells

Disturbed vortex is broken 
into 4 cells



Polar vortex and weather impacts 
due to stratospheric warming

• Snow cover in 
Siberia in October is 
linked to US winter 
temperature

• If in doubt, check 
your utility bills!



Early 2014 North American cold wave

Typical polar vortex: 
Nov 15, 2013

Abnormal polar vortex: 
Jan 5, 2014

Ongoing blizzard across Ohio River Valley and Northeastern US as cold 
air from Canada moves across warm air from the Gulf of Mexico. 
A GOES-13 image on January 2, 2014

• Record (or near record) temperatures: 
• -37oF in Babbit, Minnesota
• -9oF in Marstons Mills, MA
• 21oF in Huston, 31oF in Tampa, FL

• 49 record lows for the day across the country on January 7
• Heavy snowfall or rainfall + strong winds
• 23.8 inches of snow in Boxford, MA
• $5 billion in damage, 21 fatalities

Ice formations on the Schuylkill River in Philadelphia

https://en.wikipedia.org/wiki/Schuylkill_River
https://en.wikipedia.org/wiki/Philadelphia


… and in Massachusetts …

This is me

This is my 
mailbox

…we should have fixed 
the snowblower…



Meteorological forecast: 8-10 days in advance

NASA/GSFCUniversity of Berlin

Forecast on Jan 24, 2017: by Jan 28, North Pole temperature at ~30 km 
will increase by 50oC; stratospheric polar vortex strongly disturbed

• Continuous global observations of 
major parameters since 1979

• Well-developed global assimilation 
models provide dozens of atmospheric 
parameters with high resolution in 
time and space

• Current status: reliable forecast up to 
8-10 days in advance

• Tropospheric weather forecast is 
improved with increased SSW 
predictability [Baldwin et al., 2003; 
Sigmond et al., 2013]

• Current research effort: 
meteorological forecasts 2-3 months 
in advance



Things are different for the ionosphere-thermosphere system…

• Smaller research community, fewer resources, 
bigger area to study

• Observations are scarce

• Many important parameters are not observed 
at all (temperature and wind profiles)

• Data assimilation is in its infancy

• 24-hr forecast is work in progress 

• We are missing major pieces of puzzle

• 30-50 years behind meteorology

• Plenty of room for innovation in research 
instrumentation

• Opportunities for major discoveries

• Leveraging advances in meteorology holds a 
promise of multi-day ionospheric forecast

• Enormous need for more observational data –
plenty of room for citizen science



From Pedatella et al., 2018

Variety of effects during SSW: from Arctic stratosphere to 
ionosphere over Antarctica



Ionospheric response to January 2009 
SSW: plasma motion and GPS TEC
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15 UT 21 UT 

Entire daytime low to mid-latitude ionosphere is affected during stratwarming; 
Total Electron Content change 50-150%

Goncharenko et al., 2010a

Chau et al., 2009

•Upward drift in the morning, downward in the 
afternoon -12-h wave

•Interpreted as evidence of enhanced 12-tide 

•Related increase and decrease in electron density 



Nighttime effects of SSW: deep depletion in electron density from 
~50oS to 40oN in multi-diagnostics study

..decrease in Nmf2 in the Southern 
Hemisphere midlle latitude…

…spread-F development at the 
magnetic equator…

..decrease in Ne and large downward 
plasma drift at subtropical latitude..

..decrease in Ne, cooling, and large 
downward plasma drift at NH middle 
latitude..

• SSWs affect the nighttime electron density, decreasing it by a factor of 2-4 in a large range of latitudes – 50ºS to ~40ºN
• These effects are likely to be related to changes in thermospheric zonal wind
• Effects of tidal dynamics on electric field are understood better than on thermospheric wind
• Likely related to lunar tide; lunar tides are amplified during SSW, but significant throughout Nov-Mar

Connection to 
spread-F 
development?

Goncharenko et al., 2018, 
JGR-Space physics



Observational evidence: MSTIDs are weaker after polar 
vortex weakening 

Frissel et al., 2016

• Medium-scale traveling ionospheric 
disturbances from SuperDARN data 
have a strong correlation with polar 
vortex dynamics, but no correlation 
with space weather activity

• Possible explanation: Filtering of 
gravity waves by stratospheric wind 
system 



Yet another piece: SSW disturbances 
in the ionosphere over Antarctica
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Before SSW During SSW
• Variations in total electron 

content follow familiar 
semidiurnal pattern

• Independent observations 
from ionosondes confirm the 
level of disturbances

SSW disturbances are 
truly global, from Arctic 
stratosphere to 
ionosphere over 
Antarctica…



Implications for ionospheric research

• SSW studies highlights importance of 
lower atmospheric drivers in 
ionospheric variability

• Need solar EUV + geomagnetic drivers + 
meteorological forcing

• Impact will increase in the future
• Mild current & future solar cycles
• 78% decrease in number of storms 

• Provides direct pathway to multi-day 
ionospheric forecast

• Stratospheric parameters can be predicted 
8-10 days in advance
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TEC Before SSW TEC During SSW
After Goncharenko et al., 2019



Power of distributed instrumentation
• Data: GNSS TEC, Madrigal database, 1 x 1 degree, 6000+ receivers
• Enables huge variety of studies
• Still major gaps over the oceans, Africa, Russia, China

February 15, 2009 February 15, 2018

Improved GNSS TEC coverage enables more detailed studies of ionospheric disturbances



Concluding remarks
• Space physics is making good progress towards physics based ionospheric 

forecasting
• Empirical models are still better than first principles – some physics is missing

• Ionospheric system remains strongly undersampled by available research 
instruments

• There is a particularly strong need for observations in the bottomside ionosphere 
• HF radiowaves are well suited to address this need
• Operational information from existing HF systems is not publicly available for research
• TIDs from TEC, incoherent scatter radars and ionosondes have different characteristics

• Networks developed by amateur radio operators can provide critical information 
with a potential to advance physical understanding of near-Earth space 
environment. 

Our vision: In years from now, we will look at the weather 
forecast on the ground to predict what happens in space. 

Can you help us to make it happen?



Can models simulate 
atmospheric processes during 
SSW?
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• Comparison of four Whole Atmosphere 
Models for SSW 2009 case:

• GAIA, Japan, 
• HAMMONIA, Germany, 
• WAM, USA, NOAA, 
• WACCM-X, USA, NCAR 

• Variations are similar in the stratosphere 
where models are restricted by reanalysis data 
(below 0.1hPa level)

• Large disagreements are seen in the 
mesosphere-lower thermosphere region 
(0.001-1e-06hPa) that is critical for 
ionospheric coupling

• Limitations in gravity wave specifications are 
thought to be the main reason for these 
differences  






